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Interoperability Frameworks
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Among the most important, but most challenging, recommendations of the 

Turning FAIR into Reality report, is R.4:

‘Develop interoperability frameworks for FAIR sharing within disciplines 

and for interdisciplinary research: Research communities need to be 

supported to develop interoperability frameworks that define their 

practices for data sharing, data formats, metadata standards, tools and 

infrastructure. To support interdisciplinary research, these 

interoperability frameworks should be articulated in common ways and 

adopt global standards where relevant.’

Influential notion of ‘Interoperability Frameworks’.

Led directly to the EOSC Interoperability Framework.

Needs to cover Legal, Organisational, Technical, and Semantic 

Interoperablity (LOTS of Interoperability…)

Core driver of CODATA work on the WorldFAIR project and WorldFAIR+ 

initiative, and on the Cross-Domain Interoperability Framework (CDIF).



▪ Identifies a set of functional requirements for interoperability, 
particular for steps in data combination, and identifies good 
practices for each of these requirements.

▪ Draws on work with the WorldFAIR case studies and with a 
number of international initiatives (ODIS, Science on 
Schema.org, UN Stats KG work, GBIF…)

▪ Good web practices: Significant proportion of CDIF rests on 
good web practice, domain neutral standards and good practice: 
disciplines can adopt or map.

▪ Use cases: domain or cross-domain projects or data services 
that need to combine data for analysis, modelling etc.

▪ Directed at implementers: describes use cases, identifies 
standards, gives guidance and on how to implement them.

▪ Categorically not a new standard.  Rather it is a framework of 
existing and emerging standards.

▪ A framework of standards/specifications to provide a lingua 
franca.

What is the CDIF (Cross-Domain Interoperability Framework)?



What is CDIF?

▪ The Cross Domain Interoperability Framework (CDIF) 
is a set of practical, implementation-level principles 
designed to improve data management practices 
within any community and lower the barriers to cross-
domain data reuse. CDIF offers standards and 
methodologies for achieving different types of 
interoperability necessary for reusing data across 
diverse domains. It is (currently) built around five core 
profiles that address the essential functions for 
implementing cross-domain FAIR principles. 

▪ Serves a number of use cases, but above all those of 
finding and combining / integrating data for 
subsequent research.

▪ CDIF was first released in May 2024 as an output of 
the WorldFAIR project: 
https://doi.org/10.5281/zenodo.11236871

▪ The point of reference for CDIF and its component 
profiles is now the CDIF Book: https://bit.ly/CDIF-Book

https://doi.org/10.5281/zenodo.11236871
https://bit.ly/CDIF-Book


CDIF, Next Steps



Discovery Profile

▪ Discovery profile: https://bit.ly/cdif-discovery

▪ A Content model that specifies the information 
expected to be included in any metadata record, with 
required, recommended and optional content items.

▪ A JSON-LD serialization for that content using the 
Schema.org vocabulary to define the fields in a 
metadata record, and an implementation using the 
DCAT rdf vocabulary

▪ Workflows to publish CDIF metadata so that is can be 
found and indexed by search providers using standard 
web technology 

▪ Variable description in the discovery metadata

▪ Name of the variable as it appears in the dataset.

▪ Uses schema.org variableMeasured.

▪ Text description.

▪ propertyID with URI for the represented concept.

https://bit.ly/cdif-discovery
https://cross-domain-interoperability-framework.github.io/cdifbook/metadata/contentmodel.html
https://cross-domain-interoperability-framework.github.io/cdifbook/metadata/schemaorgimplementation.html
https://schema.org/
https://cross-domain-interoperability-framework.github.io/cdifbook/metadata/dcat.html
https://cross-domain-interoperability-framework.github.io/cdifbook/metadata/publication.html


Description Profile: DDI CDI for Data Structure, Variable Cascade, 
Provenance…

▪ Important to think about how we combine data for cross-domain research.

▪ Data Documentation Initiative (DDI) Cross-Domain Integration (CDI) specification 
contains three modules to assist with this:

▪ Structural Description: assists processing of data structure transformations 
across four data structures.

▪ Data Description / Variable Cascade describes data at an atomic level, 
describes relationships between concepts, representations and instances 
(assists with combining data and documenting information loss).

▪ Provenance and Processing: module uses PROV-O and SDTL to provide and 
relay provenance and processing information.

▪ Now officially released: https://ddialliance.org/ddi-cdi

https://ddialliance.org/ddi-cdi


How AI can help with interoperability?

Human resources are very expensive and deficit, it’s usually difficult to find 
appropriate expertise in-house. 

Possible solutions:
● Building and fine-tuning AI/ML pipelines for the automatic metadata 

enrichment and linkage prediction, and verification with human experts.
● applying NLP for NER, data mining, topic classification etc - with human 

verification.
● building multidisciplinary knowledge graphs should facilitate the 

development of new projects with various research communities to 
facilitate and motivate them taking ownership of their own data as soon 
as they see the added value in AI-powered solutions.

But first, we need to start production of AI-ready data…
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http://drive.google.com/file/d/1tFzTDC9RPJ0wMnCTBBBJSBJMpv0L6mTy/view


AI-ready data - Croissant for Machine Learning spec (2024) 

https://mlcommons.github.io/croissant/docs/croissant-spec.html

Kaggle data

OpenML data platform
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https://mlcommons.github.io/croissant/docs/croissant-spec.html


Croissant Motivation: helping ML users with datasets

Most Machine Learning datasets are uniquely structured and require specialized handling.

Users spend a lot of efforts on data-related tasks.

What makes Datasets used in Machine Learning special?

● Often combine unstructured (text, image, video) and structured (tabular, json) data

● Need to be "flattened" / denormalized to be used in ML frameworks and tools

● Need ML-specific metadata 

(e.g.,  Responsible AI info, test/train/validation splits, labels)

● Require versioning / checkpointing to support model snapshots and reproducibility

Credits: Croissant working group



● Create
○ Editor

■ https://huggingface.co/spaces/MLCom
mons/croissant-editor

○ Platform auto generate
■ https://huggingface.co/datasets
■ https://www.kaggle.com/datasets

● Discover and find
○ Google Dataset Search

■ https://datasetsearch.research.google.
com/

○ Crawler in repo
■ https://github.com/mlcommons/croiss

ant/blob/main/health/visualizer/report_
huggingface.ipynb

● Use it
○ Colab 

[https://githubtocolab.com/mlcommon
s/croissant/blob/main/python/mlcrois
sant/recipes/tfds_croissant_builder.ipy
nb]

■ Original 
[https://github.com/mlcommons/crois
sant/blob/main/python/mlcroissant/re
cipes/tfds_croissant_builder.ipynb

scan to access slides 

and links

Croissant for ML: state of art

https://huggingface.co/spaces/MLCommons/croissant-editor
https://huggingface.co/datasets
https://www.kaggle.com/datasets
https://datasetsearch.research.google.com/
https://github.com/mlcommons/croissant/blob/main/health/visualizer/report_huggingface.ipynb
https://githubtocolab.com/mlcommons/croissant/blob/main/python/mlcroissant/recipes/tfds_croissant_builder.ipynb
https://github.com/mlcommons/croissant/blob/main/python/mlcroissant/recipes/tfds_croissant_builder.ipynb


Croissant Graph in Dataverse network

55 million Croissant triples in Qlever triple store. Want to try? https://graph.codata.org 13

https://graph.codata.org


Croissant layers in detail
● Dataset-level metadata

○ Based on schema.org/Dataset

○ Best practices for required fields, licence choice, etc.
● Resource description

○ Flexible data access schemes (files, archives, local / remote directories)

○ Support commonly used file formats (text, images, video, CSV, JSON, etc.)

○ Allow for fine-grained versioning / checkpointing, and resource verification via 

checksums
● Content structure

○ Agnostic to specific file formats

○ Describe structure of tabular and nested data 

○ Expressive data type system with support for common semantic types

○ "Join" across structured and unstructured data

○ Define "flattened" / denormalized views that are suitable for ML applications
● ML Semantics

○ Mechanisms for data-driven Responsible AI

○ Describe and link ML-specific concepts, e.g. labels, variables, training/test splits



Example for tabular content (CSV table)

{

"identifier": "movies",

"@type": "ml:RecordSet",

"source": "#{movies-table}",

"key": "#{movie_id}",

"field": [

{

"name": "movie_id",

"@type": "ml:Field",

"dataType": "sc:Integer",

"source": "#{movies-table/movieId}"

},

{

"name": "title",

"@type": "ml:Field",

"dataType": "sc:Text",

"source": "#{movies-table/title}"

},

{

"name": "genre",

"@type": "ml:Field",

"dataType": "sc:Text",

"repeated": "true",

"source":

{

"data": "#{movies-table/genres}",

"applyTransform": {"separator": "|"}

}

}

]

}

movieId,title,genres
1,Toy Story (1995),Adventure|Animation|Children|Comedy|Fantasy
2,Jumanji (1995),Adventure|Children|Fantasy
3,Grumpier Old Men (1995),Comedy|Romance
4,Waiting to Exhale (1995),Comedy|Drama|Romance



ML semantics: Splits

{

"name": "split",

"@type": "ml:Field",

"dataType": [

"sc:Text",

"ml:Split"

],

"source": {

"data":

"#{caption_annotations-files/filename}",

"applyTransform": {

"regex": ".*_(val|train)2014\\.json$"

}

},

"references": "#{split_enums/name}"

}

name,url

train,https://mlcommons.org/definitions/training_split

val,https://mlcommons.org/definitions/validation_split

test,https://mlcommons.org/definitions/test_split



Why Dataverse is suitable data repository for AI?

❖Open source project developed by Institute for Quantitative Social Sciences (IQSS) at 
the Harvard University 

❖Published on github with a history back to 2006 (which is quite long for collective 
software development)

❖Very dynamic and experienced development team working in an agile environment 
(e.g., community call scheduled once in two weeks)

❖Clear vision and understanding of research communities requirements, public 
roadmap

❖Strong community (mix of software developers, Dataverse instance providers, and 
partly user communities) behind of Dataverse is helping to improve the basic 
functionality and develop it further

❖Dataverse has been selected as a data repository infrastructure by countries from all 
continents

❖State-of-the art well developed architecture with rich API endpoints to build further 
application layers around Dataverse
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Dataverse backbone is Application Program Interface (API)



Croissant ML export in Dataverse

Croissant 
exporter

Code

Mappings



Semantic Croissant alignment with Retrieval Augmented Generation (RAG)

Semantic Croissant ML is knowledge graph (metadata layer) 
integrated with domain-specific ontologies and controlled 
vocabularies including responsible AI. This graph is dynamic 
and sustainable (FAIR).

Vector is the content of data files encoded in embeddings, with 
properties and their attributes. Embeddings computed by 
various ML algorithms and use different models.

Distributed AI: Croissant-powered knowledge graph is 
“navigation layers” and new model (vectors) are trained on 
distributed resources.

MCP is “interface” between human and AI, and works as a 
“reasoning engine” to provide both answers and new 
resources.

Implementation: LLM connected to the “RAG library” (graph), 
navigate through datasets and consuming embeddings 
(vectors) as a context.



RAG: LLM + KG

Why Semantic Croissant?

LLM concepts as cells interlinked with knowledge graph entities



Semantic interoperability on the level of infrastructure

We envision a situation where thousands of data nodes (Dataverse, Kaggle, HuggingFace, 

OpenML, etc) on the web can be simultaneously queried for dataset and will form shared 

Data Lake. 

The old dream of Federated search/Universal catalogue  can only be realised if:

(1) Crosswalks; mapping across different metadata schemes are implemented 

(2) In metadata schemes we seek for ways to enrich indexes with values from controlled 

vocabularies

Standard response (centralized) =  standardisation and harmonisation = repository 

software, certain metadata standards, or certain controlled vocabularies

New response (distributed) = explore agile solutions (Proof of Concepts) which can be 

implemented by different communities (even smaller ones), so we keep variety and still 

enable integration in the Distributed Data Network by applying Linked Data technologies 

based on the common metadata exchange standard (Croissant ML). AI is important part of 

this response.



Use case 1: AI-powered mappings for ontologies in Semantic Croissant

Various metadata schemes:

- Dataverse

- DataCite

- HuggingFace

- Kaggle

- OpenML

- CodeMeta

- Many more

Can we build automated AI service to make predictions on how metadata 

fields should be mapped in Semantic Croissant with SKOS relationships? 

AI assistants for human experts - ontology alignment



Use case: Codemeta to DataCite crosswalks

https://codemeta.github.io/crosswalk/datacite/

https://codemeta.github.io/crosswalk/datacite/


Ontologies prediction for Semantic Croissant

Input: “publicationYear: The year when the data was or will be made publicly available."

Based on the provided facts, the most relevant property is **datePublished**.

Here’s why:

*   **datePublished** is explicitly defined as “Date of first broadcast/publication.” This aligns directly with the 

request for the date when data becomes publicly available.

Let's look at why the other properties are less suitable:

*   **dateCreated:** This refers to the creation date of the work, not its public availability.

*   **dateModified:** This is about changes *after* the initial publication, not the initial release date.

Semantic crosswalks: publicationYear in DataCite, datePublished in CodeMeta



Use case 2: automated linkage of values with controlled vocabularies

● Wikidata

● OntoPortal ontologies or other semantic artefacts

● SKOSMOS vocabularies

● Getty

● SPDX licenses

● Linked Open vocabularies (https://lov.linkeddata.es/dataset/lov)

● Geospatial Ontologies for GeoCroissant

● GeoNames

● SWEET Ontology

○ Interoperability with advanced semantic web tools such as SHACL or R2RML

● Biological / Healthcare

○ MeSH Terms

○ BioPortal (OntoPortal) / OLS / OntoBee / OBO

○ OHDSI OMOP / HL7 FHIR

○ SNOMED-CT, ICD, RxNorm, CDISC, FMA, LOINC, HPO, MONDO, UMLS, GO

● Governance related

○ GA4GH DUO

○ Open Digital Rights Language (ODRL)

○ Data Privacy Vocabulary (DPV)

● Software Supply Chain

○ System Data Package Exchange (SPDX)

https://github.com/spdx/license-list-data
https://lov.linkeddata.es/dataset/lov
https://www.geonames.org/ontology/documentation.html
https://bioportal.bioontology.org/ontologies/SWEET
https://www.w3.org/TR/r2rml/
https://www.w3.org/TR/r2rml/
https://www.w3.org/TR/odrl-model/
https://github.com/w3c/dpv
https://spdx.dev/


KG+LLM integrator: automated concept prediction/1
Goal: find wikidata concept for song Hotel California
Query: Hotel California Context: Song by Eagles

{

"title": "Q780394",

"label": "Hotel California",

"description": "song written and 

composed by Don Felder, Don Henley 

and Glenn Frey; originally recorded by 

Eagles and released 1976",

"url": 

"https://www.wikidata.org/wiki/Q780394 

"

}



KG+LLM integrator: automated concept prediction/2

Goal: find wikidata concept for movie Hotel California about criminal
Query: Hotel California Context: criminal movie 

{

"title": "Q4509386",

"label": "Hotel California",

"description": "2008 film by Geo 

Santini",

"url": 

"https://www.wikidata.org/wiki/Q4509386 

"

}



KG+LLM integrator: automated concept prediction/3

Goal: find wikidata concept for 2013 movie Hotel California
Query: Hotel California Context: movie from 2013

{

"title": "Q5911306",

"label": "Hotel California",

"description": "2013 film by Aji John",

"url": 

"https://www.wikidata.org/wiki/Q5911306 "

}



How to control Artificial Intelligence

Problem:

It’s naive to fully trust Machine Learning and AI, we need to support a 
“human in the loop” processes to take a control over automatic 
workflows. Ethics is also important, fake detection problem. 

Solution:

A lot of “human in the loop” tools already developed in research 
projects, we need to support the best for the different use cases, add 
the appropriate maturity, for example, with CI/CD and introduce them to 
research communities.  



Annotations as “Human in the loop” - domain 
specific

General blueprint for a human-in-the-loop interactive AI system. Credits: Stanford University HAI

“how do we build a smarter system?” to “how do we incorporate useful, meaningful 

human interaction into the system?”

https://hai.stanford.edu/news/humans-loop-design-interactive-ai-systems


Nectar Publisher as a “human in the loop” - CDIF

32Demo

https://nectar.dev.codata.org/?fileid=48&siteUrl=https://dataverse.dev1.codata.org&datasetid=doi:10.5072/FK2/BXSHPO&datasetversion=1.0&locale=en


Semantic Croissant in the Cross-domain interoperability 
framework (CDIF) 



Responsible AI: Croissant and DDI
(Data Documentation Initiative)

CESSDA DDI profile 

Responsible AI

“As AI advances at rapid speed there is increased recognition among 

researchers, practitioners and policy makers that we need to explore, understand, 

manage, and assess its economic, social, and environmental impacts. One of the 

main instruments to operationalise responsible AI (RAI) is dataset documentation.

This is how Croissant helps address RAI:

1. It proposes a machine-readable way to capture and publish metadata 

about ML datasets – this makes existing documentation solutions like 

Data Cards easier to publish, share, discover, and reuse;

2. It records at a granular level how a dataset was created, processed and 

enriched throughout its lifecycle – this process is meant to be 

automated as much as possible by integrating Croissant with popular 

ML frameworks. By allowing the metadata to be loaded automatically, 

Croissant also enables developers to compute RAI metrics 

automatically and systematically, identifying potential data quality 

issues to be fixed.

Croissant is designed to be modular and extensible. One such extension is the 

Croissant RAI vocabulary, which addresses 7 specific use cases, starting with the 

data life cycle, data labeling, and participatory scenarios to AI safety and fairness 

evaluation, traceability, regulatory compliance and inclusion. More details are 

available in the . We welcome additional extensions from the community to meet 

the needs of specific data modalities (e.g. audio or video) and domains (e.g. 

geospatial, life sciences, cultural heritage).”
Croissant spec v1.0 

https://cmv.cessda.eu/profiles/cdc/ddi-3.3/1.0.0/profile.html
https://link.springer.com/book/10.1007/978-3-030-30371-6
https://sites.research.google/datacardsplaybook/


DDI variables in Croissant - breaking the bias
(attributes, categories, units of measurements, …)

Responsible AI in 
Croissant?



DDI-CDI transformations in CDIF
(Cross-domain interoperability framework)

Input Output

Graph representation serves as

“Navigation layer” for AI models: 

“The system of cells interlinked” 



Dataset in Dataverse represented in CDIF
Mappings



Experimental CDIF as a service

Demo here: https://cdif-4-xas.dev.codata.org/docs

https://cdif-4-xas.dev.codata.org/docs


Intermediate step with SKOS transformation



CDIF transformations - json-ld output

Nectar Publisher



“Interlink”: Semantic Croissant with WikiData 
prediction



“Interlink”: AI-powered CDIF variables description 



“Interlink”: Multilingual properties in Semantic Croissant: “energy”

Short Description

Energy is the capacity to do work or perform tasks. It is a fundamental 

concept in physics and is often measured in units such as joules or 

kilowatt-hours. Energy can be transferred from one object to another, and can 

be transformed from one form to another. It is essential for powering 

machines, lighting homes, and powering transportation systems.

AI-generated concept description powered by CDIF and based on factual data 

(MCP)  



“Interlink”: Semantic Croissant with CDIF as “navigation” system for AI



“Interlink”: Multilingual support powered by CDIF 
graph



“Interlink”: AI “understands” CDIF variables 
cascade

CDIF reportsAI expert system is able to recreate documentation:

https://github.com/codata/cdi-xas/blob/ai/docs/CDIF_overview_missing.md


The Minority Report

Reference: Github 47

https://github.com/4tikhonov/the-minority-report/


UN Hazard Information Profiles (HIPs): 2025 
version

Reference: United Nations HIPs
48

https://www.preventionweb.net/drr-glossary/hips


Automated translations in all European languages 
with LLM models

Reference: “Snow” translations in Dataverse 49

https://dataverse.dev1.codata.org/dataset.xhtml?persistentId=doi:10.5072/FK2/GDTLFP


MCP server for HIPs running on custom model

50
Recognising and linking hazards to HIPs ontology with AI



CDIF demo: “random” spreadsheet file without metadata

AI pipeline was asked to “predict” possible concepts in columns (“cells”), and  

“interlink”, and contemplate



Demo: dataset registered in Dataverse as “resource”



AI pipeline: variable “birth” described by AI







Asking questions with AI



Slava Tykhonov, CODATA
slava@codata.org

Listen Croissant song!

Demo - Dataverse MCP and CDIF
https://mcp.dataverse.org/

Questions

mailto:slava@codata.org
https://www.linkedin.com/feed/update/urn:li:activity:7420496992897961985/?originTrackingId=hfQtZCkO8YXLZ66ErISeyw%3D%3D
https://mcp.dataverse.org/

